INTRODUCTION

While Big History has only been named as such within the last few decades, [1-3] its recent analysts have recognized their indebtedness to Alexander von Humboldt, H. G. Wells and others from earlier generations. [4,5] I remember having day-dreamed when I was 14 that it would be nice to be able to narrate the evolution of my family over say 30 or 50 generations to understand my immediate, present day family. I found appealing the idea that there would be connections between the past and more recent events in this family. My goal was to see how earlier generations continued to exert their influence. I would search for a long path from what this family started with and went through to what this family had become after centuries. This was my « big history » dream!

Later, I earned an engineering degree after having studied several scientific subjects in a rather compartmentalized way. These studies allowed me to go deeply into well defined and focused scientific fields. I gained an understanding of the state-of-art methods and how science proceeds slowly, step by step.

I have more recently sought to integrate the musings of my youth with how different fields can be put together in a global approach of aging and evolution to produce a «big history» perspective.

1. FROM CREEP TO THE RELIABILITY OF SYSTEMS

After my education, I worked in a research centre studying creep of steels at very high temperatures (1473 – 1523 K); I focused on this field even though the topic usually receives brief attention in most...
curricula. Creep is the slow deformation of materials under stress at given temperature. It is usually taught very briefly in the field of physical metallurgy; it is often given about ½ hour in a 5 years engineering programme.

Afterwards, I went into a licensed inspection agency and was involved in the follow-up of fossil-fired thermal power plants. In those times, the issue at stake was the residual life assessment of that kind of plant. These plants had been designed for their thermal components (boiler, pipes, headers, turbine ...) to operate during 100,000 hours under creep at around 813 K (or more). However, as they reached this time limit seemingly in good working order, it was not clear if they could be operated any longer. How could their residual life beyond 100,000 hours be assessed? So I started investigating creep curves for temperatures of the order 813 K and was astonished to find that although the microscopic structure of the metal was completely different in function of the temperature, the creep curves were alike for 813 K and 1473 K. For instance, the crystalline microstructure is face-centered cubic at 1473 K and body-centered cubic at 813 K, the mechanism of creep was different, the diffusion of atoms and vacancies in the microstructure varied a lot, etc. But the creep curves were alike in shape. Only the duration of the process was strongly different: of the order of 100,000 hours at 813 K and of a few seconds at 1473 K. Fig. 1 shows a typical creep curve.

This kind of curve is found in the creep of metals subjected to load or stress\(^1\) at higher temperature (only the first part is seen at lower temperature). It can be interpreted as follows: (1) firstly, after the « shock » of being put under stress by the testing machine, the test piece shows a progressive adaptation: it is strained and the strain curve (the curve reflecting the « reaction » in Fig. 1) is concave from below (« primary creep »). This stage is followed by (2) a second stage called « steady or stationary stage », where there is a balance between the defence reaction (strain) and the defects caused by the stress; the strain curve is (quasi-)linear. If the stress is maintained, (3) a final stage develops with the exhaustion of the test piece up to rupture; the strain curve is then convex from below.

In course of further investigations, it appeared that a good mathematical description of such creep curves was given by following equation for the strain [7-10]:

\[
\varepsilon(t) = k \cdot e^{\alpha \cdot t} \cdot t^\beta
\]

With:

\[
k > 0, \quad 0 < \alpha << \beta < 1, \quad t : \text{time (s)}
\]

\[k \text{ can be related to the applied stress } \sigma \text{ by the expression: } k = k' \cdot \sigma^b\]

\[k', b, \alpha \text{ and } \beta \text{ are constants at given temperature, metallic structure and composition (they may change when temperature and/or metallic structure and}

---

\(1\) In the specific meaning used in the field of material testing.
composition change).

Because of the multidisciplinary approach adopted in the present article, I’ll make use of the diphthong letter $\varepsilon(t)$ to express that it is a measured parameter reflecting an « Aging » or an « Evolution » which develops in function of time (the reason for this choice of words will become obvious in the course of the text). In the case of creep, this measured parameter $\varepsilon(t)$ is the creep strain.

Eq. (1) is not the more frequent manner of describing creep curves. The usual way consists in focusing on the stages themselves, e.g. : $y(t)=t^{1/3}$ for the first concave part of the curve [11], $y(t)=K+a.t$ for the second linear part of the curve corresponding to the secondary creep [12], which is called the « useful life » in practical applications, and a growing exponential for the tertiary creep, etc.

But Eq. (1) has the advantage to combine all three stages. Moreover, in addition to fitting creep curves, it allows to easily derive a formula for the classical $\log\sigma$ vs. $\log t$ (logarithm of the stress vs. logarithm of the rupture time) diagrams [13,14] as widely used in design standards, what the default presentation can not. And as we shall see, Eq. (1) will also allow for comparisons with observations in other fields.

Indeed the derivative of Eq. (1) gives the strain rate in function of time:

$$\frac{d\varepsilon(t)}{dt} = k.\beta.t^{\beta-1}.e^{\alpha.t}.\left(1 + \frac{\alpha.t}{\beta}\right)$$

(2)

The shape of the corresponding curve is shown on Fig. 2. The first part of the curve (for small times, i.e. when $\alpha.t\approx0$) is like the learning curve of Duane [15].

Several observations were made by Duane in the 1960’s. He investigated repairable mechanical systems and found that their failure rate ($\lambda_{1,2}$) always obeyed a law of decrease with time: $\lambda_{1,2}=k.\beta.t^{\beta-1}$.

This meant that the number of failures of the system over a period of time decreased when time was going on. This behavior induced the feeling that the system had “learned” from its past experience and had found solutions to make less mistakes. Therefore, Duane called this behavior ”learning” and the curve given by $\lambda_{1,2}$: the “learning curve”. He found that, in general, one had: $\beta=0.4\rightarrow0.5$.

The systems considered were repairable mechanical devices such as airplane generators, submarine diesel engines, hydromechanical appliances.

Other authors after Duane reported similar behavior on a broad range of devices, e.g. loading cranes [16], army trucks [17] etc. and it is since then a widely accepted evidence that the learning curve can be observed on many operating mechanical devices, but also electr(on)ical devices, etc.

Using Eq. (1), Eq. (2) can also be written:

$$\frac{d\varepsilon(t)}{dt} = \varepsilon(t).\left(\alpha + \frac{\beta}{t}\right)$$

(2’)

It is noteworthy that Fig. 2 is the derivative of the creep curve but also shows a typical « bathtub curve » as known in the reliability analysis of mechanical, electrical, … systems. This kind of curves is found for a lot of systems : engines, cars, …. During the life of these systems, there is a first phase of adaptation where the failure rate is first elevated and decreases (« infant illnesses »). Then the failure rate is around a minimum (« true life »). After a time, the failure rate starts to increase again first slowly then more steeply up to collapse of the system (« aging »).

In the frame of reliability analyses of systems, Eq. (2) can be seen as the failure rate for a modified Weibull distribution [18,19]. The modification lies in the adding of an $e^{a.t}$ factor. The Weibull distribution is found back when $a$ is put $=0$. This modified Weibull
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distribution may be considered as a generalization of many other models [20]. Observe that the failure rate function of Eq. (2) can be considered as a sum of two Lee’s failure rate functions [21] by noting:

\[ \frac{dy(t)}{dt} = k_\beta t^{\beta-1} e^{\alpha t} + k_\alpha t^{\gamma-1} e^{\alpha t} \]  

(3)

where \( k\beta := \alpha k / (\beta + 1) \), \( \beta := \beta + 1 \) [21]. The parameter \( \beta \) is called the characteristic of the system. When \( \alpha = 0 \), the model reduces to a Weibull process; when \( \alpha = 0 \) and \( \beta = 2 \), the model reduces to the Rayleigh process; when \( \beta = 1 \) and \( \alpha t \) is very small, the model is approximately an exponential model. When \( \beta = 0 \), the model reduces to a type I extreme-value model, also known as a log-gamma model. As pointed out in [22], the model can be considered as a limiting process of the Beta integrated model introduced in [23].

The reliability corresponding to the bathtub curve model given by Eq. (2) is by definition given by Eq. (4) and visualized on Fig. 3.

\[ R(t) = e^{-\alpha t} \]  

(4)

2. In [20], it is proposed to use a constant multiple of the sum of absolute residues of the cumulative failure rates (SAR) to assess how well a given model fits the intensity of a failure data set. The reliability-related decision and prediction were also studied using the bathtub curve model given by Eq. (2). The relations of the reliability characteristics during the improvement phase to those of the steady service phase are studied, which makes possible predicting the evolution behavior of a system by using the limited data observed during the improvement phase.

Fig. 2 Typical bathtub curve (arbitrary units)

The system is fully reliable in the beginning \( (R(t) \approx 100\%) \), but with the time going its reliability decreases, first slowly then steeply down to zero.

The loads/stressors in mechanical and electronic devices are the constraints and environmental challenges due to operating.

2. GROWTH AND DECLINE CURVES

In the same way that allows the reliability to be given by the exponential of minus the « creep curve », interesting curves are obtained using the exponential of minus the « bathtub curve ». We shall call such curves « growth and decline curves » (GD-curves). Following equation is used:

\[ GD(t) = C' e^{C' \frac{dR(t)}{dt}} \]  

(5)

Where \( c \) or \( C' \) are constants > 0 and can be = 1.4

Growth and decline curves (GD-curves) are found in constant strain rate tensile tests (CSRTT) of metals.

Fig. 3 - Examples of reliability curves.

3. They appear to be very general (as are bathtub and reliability curves) and could therefore also be called « capacity curves » or « resistance curves » or « force curves », when one wishes to insist on a « power » characteristic of a particular system under scope.

4. For instance, « C' » was put \( C' = 1 \) to obtain the curves of Fig. 4.
at high temperature. These tests are the counterpart of creep tests. During creep, the stress/load is constant and the strain is recorded. Then the strain rate varies as shown by the bathtub curve. In CSRTT, the strain rate is maintained constant and the load is recorded. This gives GD-curves. As seen on Fig. 4, these curves show three stages: (1) first there is an increase of a « capacity », then (2) the curve reaches a maximum (peak) before to (3) progressively decline to levels encountered in the first stage. This is like climbing and descending an hill. Two typical shapes are given on Fig. 4. However, the shape can be different - with e.g. smoother growth and steeper decline - in function of the values of the constants « c » and « C’ ».

![GD(t)](image)

**Fig. 4 - Examples of growth and decline curves.**

As will be seen later on in the text, GD-curves are also found in biology and astronomy, and probably in other fields.

### 3. FROM RELIABILITY TO BIOLOGY

When one reads the descriptions by Hans Selye [24-28] and others of the General Adaptation Syndrome (G.A.S.) they are - *mutatis mutandis* - astonishingly close to the way creep curves would be described. The G.A.S. is the non specific reaction of the biological system to external attack. Let us give the word to Hans Selye :”...[the general adaptation]

*syndrome is...[an]...expression of general defence divided into three stages. During the first, or acute stage, observed in the rat ordinarily 6 to 48 hours after the initial injury, one notes a rapid decrease in the size of the thymus, spleen, lymph glands and liver... After a few days, however, a certain resistance is built up against the damaging stimulus...the animals became resistant...If...[the stressors]...were continued still longer the animals lost their resistance, and in a third stage died with organ changes similar to those seen in the first stage... We have termed...[the] 3 stages: the stage of alarm, the stage of resistance and the stage of exhaustion...”[25] (emphasis added).

Concerning the human body, one can refer to the summary given by the Counselling Connexion (the Official Blog of the Australian Institute of Professional Counsellors) [29]. It starts with the words :

“The G.A.S. describes a three stage reaction to stress: (1) initial alarm / reaction to the stressor; (2) resistance / adaptation to coping and (3) eventual exhaustion.”

In addition, it is noteworthy that Selye made a correlation between the G.A.S. and aging [27].

Reading such kind of descriptions and features pushed me decide to earn an additional degree in molecular biology.

A way to visualize the G.A.S. is shown on Fig. 5.

This is similar to a growth and decline curve. Probably with precise measurements, one would get a curve like the one shown in Fig. 6.

This induced to think that there would probably also exist curves of the kind bathtub curve, reliability curve or creep-like curve to be found in biology as far as aging and evolution are concerned. And indeed a lot of examples are found in the literature.

Just to start with mentioning all curves currently called « mortality curves » which are in fact bathtub
curves, see e.g. Fig. 7. Mortality curves give the rate of mortality of a population in function of the age. They thus also reflect the probability of death at a given age of a lambda individual in this population. This is equivalent to the failure rate of systems as given by the bathtub curve. The fact that the increase of mortality rate is quicker as measured than as calculated is an often seen feature. As will be noticed later on, it is due to the fact that instability can settle after a time \( t_i = 1/\alpha \) (instability time) from which the growing exponential in Eq. (1) and (2) becomes higher than \( e^x \).  

And all « survival curves » or « survivorship curves » found in biology are in fact reliability curves, see e.g. Fig. 8. But creep-like curves are also found, e.g. in tumour growth as shown on Fig. 9.

And finally, growth and decline curves are encountered in biology as already shown by the example of the G.A.S., but also in several other cases: changes in bone mass [33], muscular force [34], maximal oxygen uptake in healthy fit men [35], incidental memory scores [36], cumulative increase in human diploid fibroblast cells number [37], immune functions (e.g. antibody formation) in humans and animals, … Each time there is (1) an increase of a « capacity » (the bone mass, the muscular force, the maximal oxygen uptake, incidental memory scores, immune functions, average speed of sprinter on 100 meters, etc. etc.) up to a maximum where (2) it is about maintained a while

5. It is general feature in physics that instability may occur when \( x \geq 1 \) in a growing exponential \( e^x \).
in a steady-state. Then (3) the « capacity » starts to diminish first slowly then more and more quickly with the time going.

Two further examples are given below:

1) From the pioneer work of Baulieu [38], the dehydroepiandrosterone sulfate (DHEAS, a kidney produced hormone) concentration in human serum has been considered a good marker for the aging of humans [39] [40]. Fig. 10 gives the DHEAS levels of normal males and females plotted against age [40]. Measurements have been made on 25 children, 32 adult males and 42 adult females. In order to get a better view, only the centres of the rectangles corresponding to the zones of measured values are shown, together with the rectangles. One observes that, after a first increase, the DHEAS content in plasma reaches a peak around an age of twenty five then continuously decreases. The plain line corresponds to the computations using Eq. (5) and \( c=1 \).

2) The decline in phytohemagglutinin responsiveness of spleen cells from aged mice was measured by Hori et al. via recording the in vitro proliferative capacity of immunocompetent T-cells (by \(^{3}H\)Tdr incorporation in \( \Delta \) cpm) [41]. The results are summarized in Fig. 11. Dots correspond to
experimental averages as taken from [41]. The plain curve was obtained by fitting the data with Eq. (5) and c=1. The values in ordinate can be converted into Δ cpm by using the conversion:

$$\Delta \text{ cpm} = 10^{\frac{\text{value}}{37.1} + 2}.$$

In summary, $\mathcal{A}(t)$ in biology describes the cumulative aging of a given system, $d\mathcal{A}(t)/dt$ the mortality curve, $\exp(-\mathcal{A}(t))$ the survival curve and $\exp\left(-\frac{d\mathcal{A}(t)}{dt}\right)$ the growth and decline curve (of a capacity, a resistance, …).

The loads/stressors in biological systems are the constraints and environmental challenges due to living. For instance, sub-citotoxic stresses can be experimentally imposed on cells \textit{in vitro} to get accelerated aging curves (the « stress » would then be in parameter « k » of Eq. (1) and the influence of the imposed « stress » on the value of « k » can be inferred).

**Fig. 10.** Dehydroepiandrosterone sulfate (DHEAS) concentration in human serum in function of age.

**Fig. 11.** \textit{In vitro} proliferation of mouse immunocompetent T-cells in function of age.

4. FROM CREEP TO (NEO-)DARWINIAN EVOLUTION

We check Eq. (1) to (3) in the framework of (Neo-)Darwinian evolution.

One should not be astonished that it is spoken of reliability in the context of (neo-)Darwinian evolution, as it is exactly what nature is driving at: that the fittest species for a given environment will thrive, thus will prove a sufficient level of reliability. Evolution is prone to preserve the integrity of the better adapted species (e. g. for eukaryotes : stable DNA to be read many times but protected into a nucleus, double membrane of cells, …). The living entity has an organization that reveals selective advantage in its life environment. There it is armed to reliably survive. Moreover, some reliability is always needed in connection with making evolutionary attempts successful: entities and species would otherwise disappear all too quickly.

Let us now check whether curves of the kind shown in Fig. 1 can be found in connection with evolutionary data. This would suggest that evolution and aging are two faces of the same coin.
In 1975, Nei obtained a rough relationship between the number of nucleotide pairs (bp) in the DNA of different species and their reckoned time of appearance on Earth [42]:

\[ n_{bp} = n_0 \cdot e^{\alpha \cdot t} \]  \hspace{1cm} (6)

with \( \alpha := 2.3 \times 10^{-9} \) years\(^{-1} \) for an estimated 3 \times 10^9 years elapsed from bacterium to mammal (\( n_0 \) is the initial DNA content, taken here as having the value \( n_0 := 4 \times 10^6 \) bp which corresponds to \( E.coli \)). Eq. (6) is equivalent to Eq. (1) where \( \beta \) is put \( \beta = 0 \).

Eq. (6) can be re-written in natural logarithms:

\[ \ln (n_{bp}) = \ln (n_0) + \alpha \cdot t \]  \hspace{1cm} (7)

The same can be done for Eq. (1):

\[ \ln(\mathcal{E}(t)) = \ln(k) + \alpha \cdot t + \beta \cdot \ln (t) \]  \hspace{1cm} (8)

Assuming life to exist on Earth since about 3.5 \times 10^9 years (taken as time zero) and considering the time of appearance of living entities as shown in Table 1, one may compare the results using Eq. (7) (with \( \alpha := 2.3 \times 10^{-9} \) years\(^{-1} \) and \( n_0 := 4 \times 10^6 \) bp), and Eq. (1) (with \( \alpha := 2.3 \times 10^{-9} \) years\(^{-1} \), \( \beta := 0.45 \) and \( k = 5.755 \)).

Both Eq. (7) and Eq. (8) fit the points as can be seen on Fig. 12 (ordinate in natural logarithm scale).

### Table 1 – Time of appearance of living entities on Earth and their number of nucleotide pairs (bp) [42]

However, as can be seen from the start of the curves using Eq. (1) and Eq. (7) (see Fig. 13 where the ordinate is no longer in natural logarithm scale), extrapolating back to time zero gives a predicted value of more than 2 \times 10^6 bp (exactly 2,525,134 bp) using Nei’s equation. That such a big number of nucleotide pairs would already exist in the genome of all living entities in the very first forms of life on Earth seems unrealistic. On the contrary, using Eq. (1) allows to start from small molecules as has most probably been the case (the computation gives 0 bp at time \( t := 0 \); 229 bp after 1 year; etc.)

Whatever the model, the curve should start from a value close to or equal to zero.

![Fig. 12. Number of nucleotide pairs (bp) in genome as a function of time from the start of life on Earth: (a) As calculated using Nei’s equation – here Eq. (7); (b) As calculated using Eq. (8). Squares correspond to 4 species as selected by Nei [42].](image)
Fig. 13. Start of the curves of Fig. 12 (but with the ordinate no longer in logarithmic scale) : (a) As calculated using Nei’s equation – here Eq. (6) - (b) As calculated using Eq. (1).

Using Eq. (1), one better understands why the increase was so quick in the first million years (as noticed by e.g. de Duve [43]) and slowed down afterwards: an initial quick evolution followed by a decrease of the evolution rate is a typical shape for the first stage of evolution curves as given by Eq. (1).

Now, the question rises: if the evolution curve is given by Eq. (1), has it to be smooth?

Phyletic gradualism goes in the direction of a systematic gradual evolution. This does not necessarily mean that the evolution curve must therefore be smooth at all scales. In reality, in the cases where Eq. (1) applies, the curves should only be smooth at higher time scales as compared to the default duration of the process. When one concentrates on smaller periods of the process, smoothness would disappear. Irregular alternate periods of increase, stabilizing and sometimes even decrease would be seen. This is because adaptation to « stress » implies that there is a time component. Electro-chemical transfers of information, chemical reactions, cell divisions, DNA transcriptions, reactions to unexpected shocks, reactions after learning, …, all these adaptive and genetic actions or reactions need time even if very short: they cannot take place instantaneously. Adaptive efforts appear within the system to allow its further working. This is time (and energy) consuming. There are attempts, initial responses may miscarry or reveal inadequate, there are delays, stabilization is sometimes needed, coordination is not always perfect, … As the system is open, it can have problems of provisioning, getting energy sources, needed stuff is not (immediately) available, stressing agents may suddenly concentrate, … This all makes that the evolution curve shows signs of « hiccup ».

Fig. 14. First part of a creep curve (with permission of Laborelec).

Even in the case of the creep curve of metals (see chapter 1 above), the curve of Fig. 1, is not perfectly smooth when one observes it in details. An example is given in Fig. 14. Actually there are little steps, small periods of stabilization (stagnancy), asymmetries, …

Also concerning the evolution of species, favourable solutions take time to spread to a whole population. Even when occurring quickly (e.g.
resistance of bacteria to antibiotics), a finite time is needed.

In summary, one expects the process of evolution not to develop very smoothly but rather "step by step" even if at large scales it could be seen as continuous in first approximation. This is schematized in Fig. 15.

**Fig. 15. Examples of « step by step » evolutions (schematic).** Curve "a" corresponds to an evolution at a rather regular pace. Curves "b" and "c" describe evolutions which are slow in the beginning and show periods of stagnancy (longer for "c" than for "b") without apparent evolution. Curve "d" is typical for a quick evolution in the beginning which results in a shorter duration of the process.

As shown in Fig. 16, the actual evolution curve which is observed on Earth for the period starting 600 millions years ago,6 is rather a curve of the types « b » or « c » in Fig. 15. In spite of five mass extinctions and several more reduced extinctions, the curve of Fig. 16 giving the number of taxonomic families (taken as marker for the evolution of species) in function of time shows an evolution in three stages similar to the curve of Fig. 1. The periods of extinction resulted in « stagnancy » as not the totality of species were extinct then and new species appeared.

The idea of « step by step » evolution as reflected by « hiccups » in the evolution curve is in line with « punctuated equilibrium » [45]. The adaptations are not instantaneous. Evolution works by fits and starts at small scale. There are periods of changes and periods of consolidation, spreading of the gained selective advantages in the population and thriving. Therefore at the right scale, step-like curves would be observed.

Fig. 17 gives an example of punctuated equilibrium as re-drawn from [46] and quoted by [45]. It shows the evolution of the mean thoracic width of the antarctic radiolarian *Pseudocubus vema* over 2.5 millions of years from the advent of the first samples. Similarly to the curves of Fig. 15 and Fig. 16 one observes periods of stagnancy between the periods of increase.

---

6. This covers the Cambrian mass extinction and the Phanerozoic Eon, i.e. the period marking the appearance in the fossil record of abundant, shell-forming and/or trace-making organisms [44].

**Fig. 16 Extinction rate (blue curve) and evolution of the number of families (red curve) over the last 600 millions of years [44].**
Finally, it is interesting to draw a parallel with the experimental work of Lenski [47] and Elena [48]. These teams recorded evolutionary changes in bacterial populations (E. coli) propagated for 10,000 generations in identical environments. They first found that the cell volume and the relative fitness (to the ancestor) grew according to a concave (from below) curve [47]. Such curves are similar to the beginning of the curve in Fig. 1. But, focusing on a population at a smaller time scale (3,000 generations), they got a better fit with a step-like model, what they considered to show evidence of punctuated equilibrium [48]. This work has since been continued up to 50,000 generations which is an inestimable source of information on in vitro evolution [49][50].

More details on the biological issues related to aging and evolution can be found in [51], [52] and [6].

Stars and galaxies have a life. The life of stars can also be divided into 3 stages (with sub-stages): (1) a stage of formation of the star; (2) a stationary stage of true life (where the fuel in the star is used to maintain its life); (3) a final stage after the whole fuel has been burnt, where the star’s life goes to end: black hole, neutron star, supernova or white dwarf in function of its mass. The aging of stars is usually analysed with the Hertzsprung – Russell diagram. However it is not possible to extract data from this diagram to find the parameters as described in the present article.

Concerning galaxies, I have found very few information which could become integrated in the present point of view, but it is interesting to notice that galaxies also have a life with infancy, maturity and senescence. For instance, Fig. 18 taken from [53] shows the star formation density of « main sequence » star forming galaxies (> 10 solar masses / yr) in function of time since the Big Bang (BB): see upper abscissa. Here the evolution is to be read from right (Big Bang) to left, corresponding to now (13.7 Gyrs after the BB). The blue points correspond to the observations. They form a global curve which shows the shape of a GD-curve as put into evidence by the schematic thick red line. In fact, reading the cloud of blue points from right to left, i.e. from the BB to present time, we see that it nicely follows a curve of the kind shown for a GD-curve in Fig. 4, 6 or 11 above. In this case, the « capacity » would be that of forming stars. The peak would be around 3 - 6 Gyrs. However, this interpretation is still speculative as the issue should first be investigated on base of the existing models and computations for the formation and evolution of galaxies.

Fig. 17. Example of punctuated equilibrium. Evolution of the mean thoracic width of the antarctic radiolarian _Pseudocubus vema_ over 2.5 millions of years from the advent of the first samples (re-drawn from [46] as quoted by Eldredge and Gould [45]).

5. APPLICATIONS IN ASTRONOMY AND THE EVOLUTION OF THE UNIVERSE

Fig. 18. Star formation density of « main sequence » star forming galaxies in function of time since the Big Bang (BB): to be read from right (BB) to left (now). Taken from [53] page 16.  

7. Or the redshift z, which is equivalent (see lower abscissa).
Now concerning the evolution of the Universe, let us first cite the cosmologist who has been at the roots of the BB idea, G. Lemaître: "...If the world has begun with a single quantum, the notions of space and time would altogether fail to have any meaning at the beginning ... Clearly the initial quantum could not conceal in itself the whole course of evolution ... The whole matter of the world must have been present at the beginning, but the story it has to tell may be written step by step." (these words are taken from a seminal text published by G. Lemaître in 1931 in Nature [54]).

As is well known, the classical approach of the evolution of the Universe is based on Einstein’s field equations [55] as usually reduced using Robertson–Walker metrics and on the available measurements (I_a supernovae redshifts, cosmic microwave background radiation – CMBR, satellite missions – Cobe ...). It follows an hot BB flat Universe scenario. Using Friedmann-Lemaître-Robertson-Walker (FLRW) models, it is thought that the Universe started from an hot BB and expanded into a radiation-dominated era up to the emission of the CMBR (around 380,000 years after the BB), followed by a matter-dominated era of about 13.4 billions years up to present time. A stage of inflation (around \(10^{-35}\) to \(10^{-32}\) s after the BB) is also assumed as it explains empirical data which are otherwise difficult to explain like the homogeneity and the flatness of the Universe. The cosmological constant \(\Lambda\), initially introduced by Einstein in his equations to allow a non-evolving Universe was firstly put = 0 in front of the evidence of the expansion.

In connection with the present text, it is interesting to focus on the Hubble parameter « \(H\) » which gives the recession velocity of galaxies divided by their distance. This is usually expressed using the distance scale factor « \(R\) » by:

\[
H = \frac{dR}{R \, dt}
\]  

(9)

Computations give then: \(H=\alpha=\text{constant}\) (for the inflationary stage), \(H = 1/2 \cdot t\) (for the radiation-dominated era) and \(H = 2/3 \cdot t\) (for the matter-dominated era).  

This could be summarized in following equation:

\[
H = \frac{dR}{R \, dt} = \alpha + \frac{\beta}{t}
\]  

(10)

With \(\beta = 1/2\) during the radiation-dominated era and \(\beta = 2/3\) during the matter-dominated era.

This makes sense as integrating Eq. (10) results in a distance scale factor \(R(t) = e^{\alpha t}\) giving \(R(t) = e^{\alpha t}\) (typical for an inflationary stage) for \(\beta = 0\) and \(R(t) = t^{\beta}\) (with \(\beta = 1/2\) or \(2/3\) typical for the radiation- and matter-dominated stages respectively) for \(\alpha = 0\). Provided that simple assumptions were made for the transitions between stages, the whole evolution curve could then be drawn. This was done in [56] with a reference to the evolution of systems as Eq. (10) is exactly the same as Eq. (2’). In addition, the values of the main cosmological parameters (deceleration factor, pressure / density ratio, Hubble parameter etc.) remained at values as expected in the classical model during the three stages [57].

8. The Hubble parameter is constant in time and space during the inflationary stage, but only in space during the radiation- and matter-dominated eras.
It has to be noted that when « α » is not strictly α=0, Eq. (10) points to the possibility of an accelerated expansion (because of the $e^{\alpha t}$ factor in $R(t)\sim e^{\alpha t}t^\beta$).

And indeed, around the end of the years 1990, an unexpected discovery made adaptations to the classical model necessary. The expansion of the Universe is accelerating. It has first been put into evidence by far $I_a$ supernovae redshift measurements [58-60], then confirmed by the WMAP [61] and Planck [62] missions. This also coincided with increasing frustration about the classical model because the calculated density of the Universe on base of visible baryonic matter was an order of magnitude lower than the critical density. In addition, new observations showed the possible presence of big amounts of invisible matter (called « dark matter ») in galaxies. Therefore, the classical model was adapted in the beginning of the years 2000 by interpreting the acceleration of the expansion as due to « dark energy » and reintroducing the cosmological constant $\Lambda$ as possible cause of it. Adding the densities of visible baryonic matter, dark matter and dark energy allows to reach the level of the critical density. This is called the $\Lambda$-CDM model (for $\Lambda$ – Cold Dark Matter).

As before, the whole evolution curve has been drawn starting from Eq. (10) with $\Lambda = 0$, and compared to the results with the $\Lambda$-CDM model where $\Lambda \neq 0$ in the light of recent Planck measurements of $H_0 (= H$ at present time $t_0)$ [63]. The results are given in Fig. 19 (« class » is for « classical » and « alter » when Eq. (10) is used). The corresponding values of the main cosmological parameters (deceleration factor, pressure / density ratio, Hubble parameter, etc.) computed from the BB are reported in [64].

It is noteworthy that when Planck’s data ($H_0 = 67.8 \text{ km/s.Mpc}$ and $t_0 = 13.8 \text{ Gyrs}$) are used in Eq. (10), the deduced value of « α » is:

$$\alpha = H_0 - \frac{\beta}{t_0} = 20.56 \text{ km/s.Mpc}/s$$

which makes nearly a third of $H_0$ and is thus certainly not nil.

Fig. 19 shows that the results are very close to each other using the $\Lambda$-CDM model and the present approach, at least in the past. In the future, the acceleration of the expansion would be lower with the present approach, but we shall not be there anymore to check it. The computations also show that the acceleration starts 7.58 Gyrs after the BB in the classical model and a little bit sooner in the present approach (7.12 Gyrs) [63,64].

The loads/stressors in astronomical systems and in the Universe are first of all the constraints related to gravitation and energy exchanges (but could also be vacuum fluctuations, …).

![Fig. 19: Evolution of the distance scale factor $R/R_0$ from the Big Bang until now and in the future.](image)

6. COMPLEX ADAPTIVE SYSTEMS AND FEEDBACK LOOPS

What is common in all these systems showing similar behaviors although they come from different disciplines : creep of metals, mechanical devices, biology, (neo-)Darwinian evolution, astronomy,
cosmology? Answer: they are complex systems adapting to constraints to which they are subjected with time going. The adaptations are the result of many positive and negative feedback loops of several orders which must occur in due time (this may be very short) for the system to maintain its integrity as a complex system. This is possible thanks to the free energy and material available in its environment.

We shall call such systems « complex adaptive systems » (CAS). A definition is given hereafter.

A preliminary remark is that this is not the usual view of complex adaptive systems as referred to in social science etc. where partly independent (human) operators work together or in a network and give rise to an emergent complex behavior [65]. The definition proposed here has the aim to allow for quantitative description of the global (like learning, aging, evolution ...) behavior of physical and biological systems as they are encountered in nature. Such systems are also adaptive and complex. However their adaptations are commonly not voluntary but structural, while their complexity results from the high number of interrelated components (as currently considered in systems theory) not as an emergent consequence of relatively simple behaviors of many people (as in complexity theory). Although these two theories have not been duly formalized yet, the publications corresponding to them show different approaches [65]. This does not preclude that the present approach might be useful for groups of human operators too.

One may define a system as a "group of elements operating together with a common goal" [66]. Here, we define a complex adaptive system (« CAS ») as: "a group of sub-elements operating together with a common goal and interlinked in such a way that the group shows self-organized criticality".

Another equivalent definition is: "A complex adaptive system is a collection of numerous interlocked subparts that is in a state of self-organized criticality such that it operates as a whole at an higher scale than that (those) of its subparts".

A CAS has to be seen from what we could call "the point of view of the neutrino". What the neutrino sees during its endless trip around the Universe are atoms which are sometimes locally more concentrated in a zone sometimes not. However, if it is a good watcher, it will not only see that atoms concentrate in zones but also that some individual atoms seem to be interlinked to each other and not (or to a much looser way, or at much lower frequencies) to other atoms present in their neighborhood.

What are the interlinks? In most situations considered here, they can be reduced to links between atoms and molecules. This means that the sub-elements interact through the usual chemical bonds: ionic, covalent, metallic, weak bonds (Van der Waals, hydrogen, ...). Interactions may also involve information exchanges, e.g. by transmission of chemical or electric signals, ... The pattern of interlinks makes the organization of the CAS.

Complex adaptive systems can then themselves be interlinked to form bigger complex adaptive systems and so on. The links would then consist in a subtle combination of physics, chemistry and information.

The concept of self-organized criticality (or « SOC ») has been introduced by Bak and co-workers [67,68] on base of observations on sandpiles and computer simulations of cellular automata. According to this concept, many composite systems naturally evolve towards a "critical" state characterized by four facts:

1) minor events can be at the origin of chain reactions which can affect any number of elements in the system: therefore, "avalanches" of events of any size can be
produced;

2) the sizes of the avalanches are distributed following a power law with a negative exponent of the order of \(1\ldots2\ldots\);

3) this is true as well in space as in time;

4) when the system is constrained to produce events, it tends, thanks to the avalanches, to return to a steady state of criticality (therefore, the expression ”self-organized criticality”).

Complex adaptive systems are usually subject to constraints: due to their external environment and/or internal structure, they are not allowed to do everything. They are restricted to evolve in a limited volume, they are subjected to external and/or internal forces or stressors, they have to operate under given conditions of temperature, pressure, humidity, etc. When subject to operating conditions, the subparts and their interlinks steadily reorganize in an adaptative process saving the integrity of the complex adaptive system. Even the Universe can be seen as constrained by internal forces (gravitation) while it expands. This corresponds to the fourth item of SOC.

The adequacy of the adaptive responses will depend on the system’s internal organization and on the raw materials and energy available to carry out solutions in due time.

When one speaks of complex adaptive systems, one expects the reorganizations and adaptive responses to be characterized by several positive and negative feedback loops of any order and level of magnitude and appearing at any time.

The resulting evolution of the CAS can be modelled by the combination of all the feedback loops occurring within the subparts and between them, when time elapses.

Positive feedback loops occur e.g. when, starting from an initial state, non-standard responses are given to the challenges, i.e. responses which do not necessarily re-establish the steady state in all details. The non-standard responses can, for instance, be due to small local errors, because of the limited time available for adaptation. I say ”small” in the sense that the errors do not impair the further working of the system or the subpart: they are integrated in the further operation. But, non-standard responses can also be to the advantage of the CAS. The operating elements must continue to react in due time to the challenges with the consequence that new non-standard responses may be given. There is a cumulative effect (”snowball effect”). This makes that the mathematical expression for a first order positive feedback loop is an increasing exponential:

\[ z(t) = z_0 \cdot e^{b \cdot t} \quad (11) \]

With \(z_0\) an initial value and \(b\) the reverse of the time constant for the response.

Positive feedback loops induce exponential growth. They are often found in the CAS under scope in this article.

Negative feedback loops correspond to re-adjustments when some characteristic of the CAS gets out of balance (e.g. because of a challenge, a shortage of material or food component, …). The balance is then re-established (e.g. homeostasis maintained in biological entities).

The mathematical expression for a first order negative feedback loop is given by [66]:

\[ y(t) = K \cdot (1 - e^{-a \cdot t}) \quad (12) \]

With \(K\) a constant and \(a\) the reverse of the time constant for the response.

First order negative feedback loops are often found
in the CAS under scope of this article.

Successive first order negative feedback loops will give a concave (from below) curve which can be fitted by a power law \( t^\beta \) with \( 0 < \beta < 1 \).

Higher order feedback loops will result in similar equations except when roots of negative numbers are encountered. This is e.g. the case for a second order negative feedback loop combining a first order negative feedback loop and a first order positive feedback loop as shown on Fig. 20. Then the time constant for the response is given by \( T = \sqrt[1]{(-1/a)(1/b)} \) which means \( i \sqrt{1/(a.b)} \).

The resulting response has then the shape of a wave [66] not of the curve of Eq. (1) or part of it. This is because \( e^{iax} = \cos x + i \sin x \). Therefore one is not astonished that wavy behaviors are found in complex adaptive systems, e.g. for the TK lymphocyte activation in the immune system or with the tryptophane operon. Also, even if a little bit outside the strict definition of CAS used here, wavy behaviors appear in economy, e.g. in the management of stocks in trade [66]. These wavy behaviors are to be developed in another article (as the present article is first focused on aging / evolution curves).

From the above, we understand that combining many positive and negative feedback loops of any order would globally result in Eq. (1), except when there is a majority of wavy responses. This can be tested by computer simulations.

This is as for several laws in physics (thermodynamics, diffusion equation, …). At microscopic level, the behavior of individual particles, atoms or molecules looks erratic, but when myriads - say \( 10^{23} \) - atoms or molecules act together it results in a simple global behavior at macroscopic level because of the great number. Attention was already drawn on this by Schrödinger in his book « What is Life ? » [69].

One can consider that the same occurs at other scales. Cells are like « atoms » at the scale of an organ or body, but the combination of huge numbers of them being interlinked in the frame of a CAS shows simple global aging / evolution. Similarly, orders of \( 10^{11} \) galaxies each with \( 10^{11} \) stars existing in the Universe will result in a simple global evolution of it.

Fig. 20. Schematic view of a second order negative feedback loop obtained from a first order positive feedback loop \((z \rightarrow z_1)\) embedded into a first order negative feedback loop \((y \rightarrow y_1)\).
into instinct. They respond to the needs of the organism and depend on the available solutions offered by the environment. The system is open as there is a continuous interaction between the organism and its environment. In default situations, the organism is genetically fully adapted to its environment. It has also several internal adaptive features allowing it to cope with external stressing agents, environmental changes, unexpected events, ... Finally, thanks to their feedback loops based organization, several species have developed emerging capacities like learning, memory, ...

Considering biological entities as complex adaptive systems is consistent with (neo-)Darwinian evolution. Indeed, a first observation is that the process of natural selection itself may be seen as combining positive and negative feedback loops.

For instance, it is known that some mutations in genes may increase the adequacy of the responses to external challenges, others not. Mutations will usually appear at random in genes at a regular pace (or not) depending on the involved gene and environmental triggering factors: radiations, chemical reactions, stressing agents, ... It has in other respects been demonstrated that favourable mutations at a given locus may happen under specific stress conditions (environmental changes) much more often than in neutral conditions [70][71].

Mutations will proliferate in some genes and not or at lower pace in others (positive feedback loops). Then natural selection will favor the biological entities which are most adapted to the external challenges. Those entities whose genes allow to generate better responses (negative feedback loops) will be fitter for the challenges and thrive in their local environment.

7. COMPLEX ADAPTIVE SYSTEMS AND ENTROPY

As \( \mathcal{A}(t) \) describes the global aging / evolution behavior under constraints, it can be seen as the statistical emergence of the aging / evolution of the system. As noticed, the statistics is given by a modified Weibull distribution. \( \mathcal{A}(t) \) will reflect the number of microscopic configurations of the system compatible with its macroscopic behavior at each increment of time. In line with Boltzmann’s interpretation of entropy [72], we can then define an entropy \( S_{\mathcal{A}}(t) \) characteristic of the aging / evolving system:

\[
S_{\mathcal{A}}(t) = k_B \ln \mathcal{A}(t) \tag{13}
\]

The “entropy production”, i.e. the rate of production of entropy of the system during its life will then be given by:

\[
\frac{dS_{\mathcal{A}}(t)}{dt} = k_B \cdot \frac{1}{\mathcal{A}(t)} \cdot \frac{d\mathcal{A}(t)}{dt} \tag{14}
\]

This gives using Eq. (2'):

\[
\frac{dS_{\mathcal{A}}(t)}{dt} = k_B \cdot \left( \alpha + \frac{\beta}{t} \right) \tag{15}
\]

We see that the entropy production diminishes towards a minimum given by \( k_B \alpha \) at time \( t = \infty \). This is in line with Prigogine’s theorem of diminution of the entropy production for dynamic open systems near to equilibrium [73]. It must be clearly emphasized that for the kind of organized CAS under scope, there is no « negentropy », nor « negative entropy » : it is the rate of increase of entropy which is decreasing not the entropy itself. The CAS takes free energy of high quality from its environment and transforms it for operation, see e.g. [74]. Then it renders the resulting degraded energy back to the environment. This allows diminution of entropy production. The 2nd Principle of thermodynamics is thus holding all the time of the process. Entropy
is increasing. But it is increasing at a still lower rate down to a minimum rate where it stays as long as possible. It is thanks to this dynamic process of diminishing the entropy production during life that information is gained [75] and organization is created.

But, after a while, there will be a risk that the entropy production starts increasing again to reach the level which would have been expected if there would not have been any dynamic CAS under scope but only an unorganized collection of the same atoms and molecules instead. The risk of increase of entropy production appears from the time $t_i = 1/\alpha$. This is due to the fact that instability can occur in phenomena described by growing exponentials as soon as the exponent becomes $\geq 1$ ($\alpha t \geq 1$ in Eq. (1)).

An example is given in Fig. 21 with the aging of humans.\(^{10}\) If the time $t_i$ from which instability may settle (« instability time »), is 70 years, the life expectancy will lie between 70 (= $t_i$) and 140 years (= $t_m$ : « the longevity of the species »). With low probability of sudden death at 70 or of life until 140. Most deaths will probably be distributed between 70 and 140 in the shape of a gaussian probability curve. On Fig. 21 are then mentioned : $t_r$ (the « lifespan ») and $t_\mu$ (the « life expectancy » for a particular sample).

The instability time gives the order of magnitude of the duration of the aging / evolution process for the CAS considered here, e.g.:

- ~48 Gyr for the Universe (if $\alpha = 20.56 \frac{\text{km}}{\text{Mpc}} / \text{s}$ )

- 500 – 700 Myrs for the number of taxonomic families of living beings

- 60-70 yrs for human life

---

10. This is just an illustrative example to fix ideas. The figures do not reflect actual measurements.

---

![Fig. 21. Illustrative example for human aging after the instability time $t_i$](image)

$\text{(}t_m : \text{« longevity »}, t_i : \text{« lifespan »}, t_\mu : \text{« life expectancy »)}$.

- 25-30 yrs for the creep of low alloy Cr-Mo steels at 813 K

- 15-20 yrs for cars

- 10 days for flies

- 20-80 sec for the creep of carbon steels at 1473 K

- ......

Probably, instability times for political regimes, societies, civilizations could also be inserted in such kind of table, say with values from a few dozen years to a several hundreds years?

8. CONCLUSION

Many observations point to a same global aging / evolution pattern of complex adaptive systems subject to constraints / stressors. The shapes of the curves are similar for a wide variety of such systems from cells to (Neo-)Darwinian evolution, from the creep of metals to the expansion of the Universe.
The only difference is the order of magnitude of the duration of the phenomenon: from a few seconds for the creep of steels at 1473 K to tenths of Gyrs for the Universe. The curves can be fitted using simple general equations. The recurrent similar behavior at macroscopic level seems to be the result of self-organized patterns of interactions with huge numbers of feedback loops occurring any time at sub-macroscopic and microscopic levels. The shapes of curves referred to in the article and their translations into equations could show useful for screening several behaviors in a lot of fields in the frame of a Big History approach.
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